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ABSTRACT
The interactive graph search (IGS) problem aims to locate an ini-

tially unknown target node leveraging human intelligence. In IGS,

we can gradually find the target node by sequentially asking hu-

mans some reachability queries like “is the target node reachable

from a given node 𝑥?”. However, human workers may make mis-

takes when answering these queries. Motivated by this concern,

in this paper, we study a noisy version of the IGS problem. Our

objective in this problem is to minimize the query complexity while

ensuring accuracy. We propose a method to select the query node

such that we can push the search process as much as possible and

an online method to infer which node is the target after collect-

ing a new answer. By rigorous theoretical analysis, we show that

the query complexity of our approach is near-optimal up to a con-

stant factor. The extensive experiments on two real datasets also

demonstrate the superiorities of our approach.

CCS CONCEPTS
• Information systems→ Crowdsourcing; • Theory of compu-
tation→ Graph algorithms analysis.

KEYWORDS
Crowdsourcing; Interactive Graph Search; Algorithms

ACM Reference Format:
Qianhao Cong, Jing Tang, Kai Han, Yuming Huang, Lei Chen, and Yeow

Meng Chee. 2022. Noisy Interactive Graph Search. In Proceedings of the
28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining
(KDD ’22), August 14–18, 2022, Washington DC. ACM, New York, NY, USA,

10 pages. https://doi.org/10.1145/XXXXXX.XXXXXX

∗
Corresponding author: Jing Tang.

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than ACM

must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,

to post on servers or to redistribute to lists, requires prior specific permission and/or a

fee. Request permissions from permissions@acm.org.

KDD ’22, August 14–18, 2022, Washington DC
© 2022 Association for Computing Machinery.

ACM ISBN 978-1-4503-9385-0/22/08. . . $15.00

https://doi.org/10.1145/XXXXXX.XXXXXX

1 INTRODUCTION
Crowdsourcing has been a popular technique to address the prob-

lems that are hard to solve by computer alone. The crowdsourcing

platforms, such as Amazon’s Mechanical Turk and CrowdFlower,

allow users to set up human-aided tasks so that the crowd workers

can solve them in exchange for rewards. By the crowdsourcing

platforms, one can perform some tasks that are hard for computers

but easy for humans at a larger scale under lower cost, such as

data labeling [23, 26, 45], data collection [16, 33, 48], data mining

[1, 12], data filtering and cleaning [30, 32, 44], and many other tasks

[9, 13, 18, 34, 37].

Among these tasks, data labeling is perhaps the most popular

one, due to the fast development of machine learning techniques

and their great need for labeled datasets. However, creating datasets

is a burdensome task, especially for the datasets with complex struc-

tures and underlying hierarchies, such as ImageNet and Campus3D

[10, 21]. Although datasets of this kind inspire many new machine

learning methods and algorithms, generating them is still an expen-

sive and challenging task. In the traditional approaches, one has to

employ many experts and spend a long time labeling all the data.

These experts are required to be familiar with the whole hierarchy,

which is very challenging and even impractical when the hierarchy

is extremely large (e.g., the hierarchy of ImageNet has more than

20,000 nodes).

Crowdsourcing techniques can help to generate this kind of

dataset at a lower cost. The key task of labeling data according

to a hierarchy is to find the deepest node that best describes a

certain object. Based on this observation, Tao et al. [35] initiated

the interactive graph search (IGS) problem recently. They model

this task as a problem of locating a (hidden) target node, i.e., the

deepest suitable node, in the given hierarchy by interactive queries.

Specifically, the task is to locate the target by several rounds of

reachability queries. In each round, they select a node 𝑥 from the

graph and ask “is the target node reachable from node 𝑥?”. By

collecting answers from the crowd, the pool of candidate nodes

can be gradually narrowed down until the target node is finally

identified. The goal of the IGS problem is to locate the target node

using aminimumnumber of queries, since crowdsourcing platforms

usually charge a flat fee for each query.

Let us consider an example task of acquiring the label of an image

via crowdsourcing given the hierarchy shown in Figure 1. Suppose

https://orcid.org/0000-0002-0785-707X
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Figure 1: Example Hierarchy

that we are given the image of a honda car.We do not knowwhat the

picture shows and try to identify the label by showing the picture to

the workers and asking the question “is the image a vehicle?”. Since
the edges in the hierarchy represent concept-instance relationships,

e.g., car and ship are instances of vehicle, this question is equivalent

to asking whether the node corresponding to vehicle can reach the

hidden target node honda by a directed path. For this query, we

may get a yes answer from the workers, and then continue to ask

“is the image a car?” and “is the image a honda?” sequentially. If the
workers answer correctly, we would get two yes answers again and

finally label the image as honda. Note that although the vehicle and
car also correctly describe the image, they are not considered as

the target, since honda is the deepest node with the most suitable

concept. Similarly, if we are given an image showing a vehicle but
neither a car nor a ship, e.g., an airplane, we may ask “is the image

a vehicle?”, “is the image a car?”, and “is the image a ship”. The
workers would answer yes, no, and no respectively, and then we

can label the image as a vehicle. Note that, in the IGS problem, the

tasks are decomposed into a set of queries with binary answers that

can be easily addressed by human workers. Therefore, the workers

do not have to be familiar with the whole hierarchy.

The key challenge in the IGS problem is to decide which node to

query in each round. Tao et al. [35] address this problem utilizing

heavy-path decomposition and binary search on the heavy-paths.

Following their work, some variants of the IGS problem are studied

in the literature. Li et al. [23] investigate how to locate the target

node by multiple-choice queries. Zhu et al. [47] consider a budget-

constrained IGS problem, where only a limited number of queries

are allowed and multiple target nodes may exist in the input hierar-

chy. However, all the existing proposals assume that the answers to

reachability queries are obtained through a reliable oracle without

any errors. In practice, the queries are typically answered by hu-

man workers on the crowdsourcing platform, and these workers are

likely to make mistakes since they are not experts. This observation

motivates us to develop an effective algorithm that is robust against

noisy answers during the searching process of the IGS problem.

Specifically, in this paper we consider a noisy version of the

interactive graph search problem, where the workers may provide

a wrong answer to each query with a certain probability. Note that

the difficulty of queries on different nodes may vary significantly.

For example, “is this an animal” is much easier than “is this a puma”,
and “is this a car” is much easier than “is this a honda’. Therefore, we
consider a general case where different queries may have different

probabilities to be answered correctly.

The simplest method against noise is to repeat each query mul-

tiple times. For example, we may ask three different workers to

answer the same question, and regard the answer appearing more

than twice as the correct one. This method is also known as major-

ity voting and has been widely adopted in extensive applications

[9, 23, 34, 35, 46]. However, this method is not cost-effective, and it

is hard to control the accuracy guarantee. In this paper, we propose

a new method to improve cost-effectiveness while guaranteeing

any accuracy, through a Bayes approach that estimates the prob-

ability of each node in the hierarchy being the target node. More

specifically, in each round, we select the most informative node that

can increase the posterior probability of the target node as much

as possible, and returns a node as the target node once we have

enough confidence about it, i.e., its posterior probability exceeds the

accuracy requirement. By rigorous theoretical analysis, we show

that our method can achieve nearly optimal query complexity under

the desired accuracy.

Our contributions are listed as follows:

• We formally formulate the noisy interactive graph search prob-

lem (Section 2).

• We show how to compute the posterior probabilities based

on the Bayes method and how to infer which node is the

target. Our theoretical analysis also shows that the expected

probability for identifying the correct target is non-decreasing

by running a new query (Section 3).

• We propose a method to select the query node such that we

can increase the posterior probability of the target node as

much as possible. We show that our method achieves a near-

optimal (up to a constant factor) query complexity of 2 log𝛼 (𝑛)
in expectation, where 𝑛 is the number of nodes, and 𝛼 > 1 is a

parameter based on the accuracy requirement, the error rate

of queries, and the hierarchy structure (Section 4).

• Our extensive experiments demonstrate that our approach

can achieve the same accuracy level under much lower cost

compared to state-of-the-art algorithms (Section 5).

2 PROBLEM DEFINITION
In this paper, we study the noisy interactive graph search (OIGS)
problem. In this problem, we are given an unlabeled object and our

task is to find out its label by asking reachability questions with

(noisy) boolean answers, i.e., yes or no. Since the cost of crowd-

sourcing is usually determined by the number of questions asked,

our goal is to find a label using the minimum number of questions

while guaranteeing accuracy.

The OIGS problem is formally defined as follows. We are given a

categorization hierarchy abstracted as a tree 𝑇 = (𝑉 , 𝐸) with a set

𝑉 of 𝑛 nodes and a set 𝐸 of (𝑛−1) edges. Let 𝑑 denote the maximum

degree of any node in the hierarchy. Given such a hierarchy 𝑇 ,

the OIGS problem aims to find an initially unknown target node 𝑧

by several rounds of noisy reachability queries. In each round, we

interactively pick up a query node 𝑞 and ask “is the target node

𝑧 reachable from node 𝑞”. For any query node 𝑞 ∈ 𝑉 , the correct
answer of such a reachability query is boolean, denoted as 𝑟𝑒𝑎𝑐ℎ(𝑞),
which is given as follows.

𝑟𝑒𝑎𝑐ℎ(𝑞) :=
{
yes, if there is a directed path from 𝑞 to target 𝑧,

no, otherwise.
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For convenience, for any two nodes 𝑢 and 𝑣 in 𝑇 , we use 𝑢 → 𝑣 to

denote that 𝑢 can reach 𝑣 and use 𝑢 ̸→ 𝑣 to denote that 𝑢 cannot

reach 𝑣 , respectively.

The result of these queries will be collected from human workers

and hence may introduce some noise. In this paper, we adopt the

one-coin noise model which is widely used in the literature [13,

43, 44, 46]. That is, the answer from the oracle can be wrong with

a certain probability. Since the difficulty of querying on different

nodes may vary significantly, as mentioned in the introduction,

we assume that the queries on different nodes have different error

rates. Specifically, for the query on node 𝑞, there is a parameter 𝑒𝑞
characterizing the error probability of such a query by considering

workers’ average ability in crowdsourcing. Let 𝑎 be the answer

from a human worker for the query 𝑞. Given an unknown target

𝑧, let 𝐼 (𝑞, 𝑎; 𝑧) be an indicator function representing whether the

answer 𝑎 of query 𝑞 is correct or not, i.e.,

𝐼 (𝑞, 𝑎; 𝑧) :=
{
1, if (𝑞 → 𝑧 ∧ 𝑎 = yes) or (𝑞 ̸→ 𝑧 ∧ 𝑎 = no),
0, otherwise.

(1)

Thus, the conditional probability of observing the result of (𝑞, 𝑎)
given that 𝑧 is the target is given by

P((𝑞, 𝑎) | 𝑧) =
{
1 − 𝑒𝑞, if 𝐼 (𝑞, 𝑎; 𝑧) = 1,

𝑒𝑞, otherwise.
(2)

In this paper, we consider that the queries are independent so that

the answer to a query only depends on the reachability and the

error probability, not influenced by other queries [13, 32, 37, 44].

We make the assumption of rationality [13, 37] such that there

does not exist malicious workers who deliberately make mistakes,

i.e., 𝑒𝑞 < 0.5 for every𝑞 ∈ 𝑉 . Following previouswork [8, 23, 47], we

consider that the target nodes follow an a-priori known distribution

where each node 𝑣 in the hierarchy is associated with a probability

P(𝑣) measuring the likelihood of 𝑣 being the target. In practice,

the a-priori distribution can be estimated by the online learning

method [8, 23], i.e., estimating the a-priori distribution by using the

distribution of the labeled data and updating it after each time we

get a new labeled object, or we can simply use the discrete uniform

distribution instead [47]. Due to query noise, we aim to identify

the target node with a high accuracy of at least 1 − 𝜀. The formal

definition of OIGS is given in the following:

Definition 1 (Noisy Interactive Graph Search). Given a tree
hierarchy 𝑇 = (𝑉 , 𝐸) and an (unknown) target node 𝑧 ∈ 𝑉 following
the a-priori known probability distribution P(·), OIGS asks for a query
strategy that can correctly locates 𝑧 with a probability of at least 1− 𝜀
under the minimum expected cost.

For the OIGS problem, the main challenges are two-fold: (i) how

to infer which node is the target given a set of queries and their

answers, and (ii) how to select the node to query based on the

information collected previously.

3 TARGET NODE INFERENCE
In this section, we infer the target node given a set of queries and

their corresponding answers, leveraging Bayes’ theorem. Moreover,

we show that the expected probability of identifying the correct

target is non-decreasing when running new queries. For ease of

reference, Table 1 lists the notations that we frequently use.

Table 1: Frequently Used Notations.

Notations Description

𝑇 = (𝑉 , 𝐸) a tree with node set 𝑉 and edge set 𝐸

𝑛 the number of nodes in 𝑇

𝑑 the maximum degree of nodes in 𝑇

𝑒𝑢 the error probability of query on node 𝑢

𝑇𝑢 a subtree of 𝑇 rooted at node 𝑢

(𝑞, 𝑎) a pair of query and its (boolean) answer

Q a set of query results Q = {(𝑞𝑖 , 𝑎𝑖 ) : 𝑖 = 1, 2, . . . }
𝜀 threshold of failure probability

3.1 Computing Posterior Probability
We measure the likelihood of a node being the target utilizing

Bayes’ theorem and choose the one with the highest posterior

probability given the information we have collected so far. More-

over, denote by Q a set of observations obtained from 𝑘 queries,

i.e., Q = {(𝑞1, 𝑎1), (𝑞2, 𝑎2), . . . , (𝑞𝑘 , 𝑎𝑘 )}. Recall that the queries are
independent. Thus, the probability of observing Q conditioned on

𝑧 being the target can be computed by

P(Q | 𝑧) =
∏
(𝑞,𝑎) ∈Q

P((𝑞, 𝑎) | 𝑧) . (3)

As a result, given the prior probability P(𝑣) of node 𝑣 being the tar-

get for every node 𝑣 ∈ 𝑉 , the total probability P(Q) of Q occurring

is given by

P(Q) =
∑︁
𝑣∈𝑉
P(Q | 𝑣)P(𝑣) .

Finally, according to Bayes’ theorem, given the current information

Q collected, the posterior probability P(𝑢 | Q) of node 𝑢 being the

target can be calculated as follows,

P(𝑢 | Q) = P(Q | 𝑢)P(𝑢)
P(Q) =

P(Q | 𝑢)P(𝑢)∑
𝑣∈𝑉 P(Q | 𝑣)P(𝑣)

. (4)

Based on the posterior probability obtained via the above equation,

we return the node with the maximum likelihood (i.e., posterior

probability) as the guessed target.

After collecting the answer to the 𝑘-th query, we can directly

apply (4) to compute the posterior probability for every node being

the target from scratch in 𝑂 (𝑛𝑘) time. Alternatively, we can incre-

mentally update the posterior probability for every node based on

the posterior probability obtained just before asking the 𝑘-th query.

Specifically, consider a newly observed query result (𝑞, 𝑎) on top of

previously collected information Q. According to (4), for any node

𝑢 ∈ 𝑉 , we have

P(𝑢 | Q ∪ {(𝑞, 𝑎)}) = P(Q ∪ {(𝑞, 𝑎)} | 𝑢)P(𝑢)∑
𝑣∈𝑉 P(Q ∪ {(𝑞, 𝑎)} | 𝑣)P(𝑣)

.

In addition, by (3), we know that

P(Q ∪ {(𝑞, 𝑎)} | 𝑣) = P((𝑞, 𝑎) | 𝑣)P(Q | 𝑣) .
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Putting it together yields

P(𝑢 | Q ∪ {(𝑞, 𝑎)}) = P((𝑞, 𝑎) | 𝑢)P(Q | 𝑢)P(𝑢)∑
𝑣∈𝑉 P((𝑞, 𝑎) | 𝑣)P(Q | 𝑣)P(𝑣)

=
P((𝑞, 𝑎) | 𝑢)P(Q | 𝑢)P(𝑢)/P(Q)∑
𝑣∈𝑉 P((𝑞, 𝑎) | 𝑣)P(Q | 𝑣)P(𝑣)/P(Q)

=
P((𝑞, 𝑎) | 𝑢)P(𝑢 | Q)∑
𝑣∈𝑉 P((𝑞, 𝑎) | 𝑣)P(𝑣 | Q)

. (5)

It can be seen that, for each new query result (𝑞, 𝑎) on top of pre-

viously collected information Q, using (5) to update the posterior

probability of every node being the target just takes 𝑂 (𝑛) time,

which reduces a multiplicative factor of 𝑘 compared with that by

applying the naive calculation.

3.2 Monotonicity of Posterior Probability
By (1) and (2), for any node 𝑢 ∈ 𝑉 and any query outcome (𝑞, 𝑎),
we have

P((𝑞, 𝑎) | 𝑢) =


1 − 𝑒𝑞, if 𝑞 → 𝑢 ∧ 𝑎 = yes,
𝑒𝑞, if 𝑞 → 𝑢 ∧ 𝑎 = no,
𝑒𝑞, if 𝑞 ̸→ 𝑢 ∧ 𝑎 = yes,
1 − 𝑒𝑞, if 𝑞 ̸→ 𝑢 ∧ 𝑎 = no.

(6)

In addition, denote by 𝑇𝑞 the subtree of 𝑇 rooted at 𝑞 (i.e., consist-

ing of 𝑞 and all of its descendants in 𝑇 ) and by 𝑇∁
𝑞 = 𝑇 \ 𝑇𝑞 the

complement tree of 𝑇𝑞 . Let 𝜆(𝑞, 𝑎;𝑢,Q) be the multiplier in (5), i.e.,

𝜆(𝑞, 𝑎;𝑢,Q) :=



1−𝑒𝑞
(1−𝑒𝑞 )P(𝑇𝑞 | Q)+𝑒𝑞P(𝑇∁

𝑞 | Q)
, if 𝑞 → 𝑢 ∧ 𝑎 = yes,

𝑒𝑞

𝑒𝑞P(𝑇𝑞 | Q)+(1−𝑒𝑞 )P(𝑇∁
𝑞 | Q)

, if 𝑞 → 𝑢 ∧ 𝑎 = no,
𝑒𝑞

(1−𝑒𝑞 )P(𝑇𝑞 | Q)+𝑒𝑞P(𝑇∁
𝑞 | Q)

, if 𝑞 ̸→ 𝑢 ∧ 𝑎 = yes,
1−𝑒𝑞

𝑒𝑞P(𝑇𝑞 | Q)+(1−𝑒𝑞 )P(𝑇∁
𝑞 | Q)

, if 𝑞 ̸→ 𝑢 ∧ 𝑎 = no,

(7)

where P(𝑇𝑞 | Q) =
∑

𝑣∈𝑇𝑞 P(𝑣 | Q) and P(𝑇
∁
𝑞 | Q) = 1 − P(𝑇𝑞 | Q)

are the total posterior probabilities of the nodes in 𝑇𝑞 and 𝑇∁
𝑞 with

respect to Q, respectively. Then, (5) can be rewritten as

P(𝑢 | Q ∪ {(𝑞, 𝑎)}) = 𝜆(𝑞, 𝑎;𝑢,Q) · P(𝑢 | Q). (8)

Leveraging (8), we show that asking new queries never hurts with

respect to the expected posterior probability of the (unknown)

target node 𝑧.

Theorem 1. Given that the target node is 𝑧, for any new query 𝑞
on top of Q, we have

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] ≥ P(𝑧 | Q), (9)

where the expectation is over the randomness of query outcome 𝑋 .

Proof. We consider two scenarios with respect to the reachabil-

ity of 𝑞 to 𝑧, i.e., (i) 𝑧 ∈ 𝑇𝑞 (i.e., 𝑞 → 𝑧) and (ii) 𝑧 ∈ 𝑇∁
𝑞 (i.e., 𝑞 ̸→ 𝑧).

We first analyze case (i) that 𝑧 ∈ 𝑇𝑞 . According to (8), we have

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q]

=
∑︁

𝑎∈{𝑦𝑒𝑠,𝑛𝑜 }

(
P((𝑞, 𝑎) | 𝑧) · 𝜆(𝑞, 𝑎; 𝑧,Q) · P(𝑧 | Q)

)
.

Using P((𝑞, 𝑎) | 𝑧) and 𝜆(𝑞, 𝑎; 𝑧,Q) in (6) and (7), we can get that

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q]

=
(1 − 𝑒𝑞)2 · P(𝑧 | Q)

(1 − 𝑒𝑞)P(𝑇𝑞 | Q) + 𝑒𝑞P(𝑇∁
𝑞 | Q)

+
𝑒2𝑞 · P(𝑧 | Q)

𝑒𝑞P(𝑇𝑞 | Q) + (1 − 𝑒𝑞)P(𝑇∁
𝑞 | Q)

. (10)

In fact, for any 𝑥,𝑦 ∈ [0, 1], it holds that

(1 − 𝑥)2
(1 − 𝑥)𝑦 + 𝑥 (1 − 𝑦) +

𝑥2

𝑥𝑦 + (1 − 𝑥) (1 − 𝑦) − 1

=
(1 − 𝑥)2 − (1 − 𝑥) (𝑥 + 𝑦 − 2𝑥𝑦)

𝑥 + 𝑦 − 2𝑥𝑦 + 𝑥2 − 𝑥 (1 − 𝑥 − 𝑦 + 2𝑥𝑦)
1 − 𝑥 − 𝑦 + 2𝑥𝑦

=
(1 − 𝑥) (1 − 2𝑥) (1 − 𝑦)

𝑥 + 𝑦 − 2𝑥𝑦 − 𝑥 (1 − 2𝑥) (1 − 𝑦)
1 − 𝑥 − 𝑦 + 2𝑥𝑦

=
(1 − 2𝑥)2 (1 − 𝑦)2

(𝑥 + 𝑦 − 2𝑥𝑦) (1 − 𝑥 − 𝑦 + 2𝑥𝑦)

=
(1 − 2𝑥)2

𝑥 (1 − 𝑥) ( 1−𝑥𝑥 +
𝑦

1−𝑦 ) (
𝑥

1−𝑥 +
𝑦

1−𝑦 )
≥ 0. (11)

Combining (10) and (11) by setting 𝑥 = 𝑒𝑞 and 𝑦 = P(𝑇𝑞 | Q) in (11)

gives rise to

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] − P(𝑧 | Q) ≥ 0.

The analysis for case (ii) that 𝑧 ∈ 𝑇∁
𝑞 is similar. That is,

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q]

=
𝑒2𝑞 · P(𝑧 | Q)

(1 − 𝑒𝑞)P(𝑇𝑞 | Q) + 𝑒𝑞P(𝑇∁
𝑞 | Q)

+
(1 − 𝑒𝑞)2 · P(𝑧 | Q)

𝑒𝑞P(𝑇𝑞 | Q) + (1 − 𝑒𝑞)P(𝑇∁
𝑞 | Q)

. (12)

Combing (11) and (12) by setting 𝑥 = 𝑒𝑞 and 𝑦 = P(𝑇∁
𝑞 | Q) in (11)

immediately yields

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] − P(𝑧 | Q) ≥ 0.

This completes the proof. □

Theorem 1 implies that asking more questions never hurts in

expectation. In particular, it is trivial to verify that when 𝑒𝑞 < 0.5,

unless P(𝑇𝑞 | Q) = 1 (resp. P(𝑇∁
𝑞 | Q) = 1) such that 𝑧 is ensured

to be in 𝑇𝑞 (resp. 𝑇∁
𝑞 ) based on Q, the query on 𝑞 strictly increases

the posterior probability of 𝑧 in expectation.

4 QUERY SELECTION
In this section, we study the strategy of query selection in the OIGS

problem. Intuitively, we attempt to select the node that can increase

the posterior probability of the target node as much as possible.

With rigorous theoretical analysis, we show that our algorithm

achieves a query complexity of 2 log𝛼 (𝑛) in expectation, where

𝛼 > 1 is a constant determined by the hierarchy structure, the

query noise, and the allowed failure probability, as elaborated later.
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Algorithm 1: OIGS
Input: an input tree 𝑇 , prior propability P(𝑣) and error rate

𝑒𝑣 for each node 𝑣 ∈ 𝑉 , failture threshold 𝜀;

Output: the correct target node with probability 1 − 𝜀;
1 Q ← ∅;
2 P(𝑣 | Q) ← P(𝑣) for every node 𝑣 ∈ 𝑉 ;

3 𝑝∗ ← max𝑣∈𝑉 P(𝑣 | Q);
4 while 𝑝∗ < 1 − 𝜀 do
5 𝑞 ← argmax𝑣∈𝑉 {min{𝑓 (𝑣 | Q), 𝑔(𝑣 | Q)}};
6 get the answer 𝑎 of query 𝑞 from a worker;

7 compute P((𝑞, 𝑎) | 𝑣) for every node 𝑣 ∈ 𝑉 based on (2);

8 compute 𝑝𝑠𝑢𝑚 ←
∑

𝑣∈𝑉 P((𝑞, 𝑎) | 𝑣)P(𝑣 | Q);
9 update P(𝑣 | Q ∪ {(𝑞, 𝑎)}) ← P( (𝑞,𝑎) |𝑣)P(𝑣 | Q)

𝑝𝑠𝑢𝑚
for 𝑣 ∈ 𝑉 ;

10 update Q ← Q ∪ {(𝑞, 𝑎)};
11 update 𝑝∗ ← max𝑣∈𝑉 P(𝑣 | Q);
12 return argmax𝑣∈𝑉 P(𝑣 | Q);

Our query complexity is just within a factor of 2/log
2
(𝛼) compared

to the super lower bound of log
2
(𝑛).

4.1 Greedy Strategy
According to the analysis of E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] in Theo-

rem 1, we define two functions 𝑓 (·) and 𝑔(·) for the query 𝑞 on top

of Q as follows, i.e.,

𝑓 (𝑞 | Q) :=
(1 − 2𝑒𝑞)2

𝑒𝑞 (1 − 𝑒𝑞)
( 1−𝑒𝑞

𝑒𝑞
+ P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
) ( 𝑒𝑞

1−𝑒𝑞 +
P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
) + 1,

(13)

𝑔(𝑞 | Q) :=
(1 − 2𝑒𝑞)2

𝑒𝑞 (1 − 𝑒𝑞)
( 1−𝑒𝑞

𝑒𝑞
+ P(𝑇

∁
𝑞 | Q)

P(𝑇𝑞 | Q)
) ( 𝑒𝑞

1−𝑒𝑞 +
P(𝑇∁

𝑞 | Q)
P(𝑇𝑞 | Q)

) + 1.
(14)

Then, we have

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] =
{
𝑓 (𝑞 | Q) · P(𝑧 | Q), if 𝑧 ∈ 𝑇𝑞,
𝑔(𝑞 | Q) · P(𝑧 | Q), otherwise.

Since we do not know whether the target node 𝑧 is reachable from

the selected node for query, we greedily choose 𝑞 that maximizes

the smaller of 𝑓 (𝑞 | Q) and 𝑔(𝑞 | Q). Formally,

𝑞 = argmax

𝑣∈𝑉
{min{𝑓 (𝑣 | Q), 𝑔(𝑣 | Q)}}.

Algorithm 1 gives the pseudocode of our greedy strategy based

on the above analysis. Specifically, in each round, it selects the

node that maximizes the multiplier min{𝑓 (𝑞 | Q), 𝑔(𝑞 | Q)} to
increase the expected posterior probability of the target 𝑧 (line 5).

Upon receiving the query outcome (line 6), it incrementally updates

the posterior probability (lines 7–9) and the maximum likelihood

(line 11) according to the method explained in Section 3.1. This

search process repeats until the maximum likelihood exceeds the

predefined threshold 1 − 𝜀, and then the node with the maximum

likelihood is returned as the guessed target (line 12).

4.2 Theoretical Guarantees
In what follows, we show that the expected number of queries

invoked by Algorithm 1 is nearly optimal. Specifically, it is evident

that 𝑓 (𝑞 | Q) decreases with the increasing of

P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
, while

𝑔(𝑞 | Q) increases with P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
. Reformulating (13) and (14), we

can get

𝑓 (𝑞 | Q) := (1 − 2𝑒𝑞)
(

1

P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
+ 𝑒𝑞

1−𝑒𝑞

− 1

P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
+ 1−𝑒𝑞

𝑒𝑞

)
+ 1,

𝑔(𝑞 | Q) := (1 − 2𝑒𝑞)
(

1

P(𝑇∁
𝑞 | Q)

P(𝑇𝑞 | Q) +
𝑒𝑞

1−𝑒𝑞

− 1

P(𝑇∁
𝑞 | Q)

P(𝑇𝑞 | Q) +
1−𝑒𝑞
𝑒𝑞

)
+ 1.

It is also evident to see that both of 𝑓 (𝑞 | Q) and 𝑔(𝑞 | Q)
decrease with the increasing of 𝑒𝑞 . Let 𝑒

∗
:= max𝑣∈𝑉 𝑒𝑣 be the

maximum error rate and

𝜌 (𝑞 | Q) := max

{
P(𝑇𝑞 | Q)
P(𝑇∁

𝑞 | Q)
,
P(𝑇∁

𝑞 | Q)
P(𝑇𝑞 | Q)

}
.

Then, we can get that

min{𝑓 (𝑞 | Q), 𝑔(𝑞 | Q)}

≥ (1 − 2𝑒∗)2

𝑒∗ (1 − 𝑒∗)
(
1−𝑒∗
𝑒∗ + 𝜌 (𝑞 | Q)

) (
𝑒∗

1−𝑒∗ + 𝜌 (𝑞 | Q)
) + 1 ≜ ℎ(𝑞 | Q).

As a result, we have

max

𝑞∈𝑉
{min{𝑓 (𝑞 | Q), 𝑔(𝑞 | Q)}} ≥ max

𝑞∈𝑉
{ℎ(𝑞 | Q)}}.

Next, we show a lower bound on the right hand side of the above

inequality. In particular, it is trivial to see that the solution to

min𝑞∈𝑉 {𝜌 (𝑞 | Q)}} is actually the solution tomax𝑞∈𝑉 {ℎ(𝑞 | Q)}}.
We give an upper bound on the optimum of the former.

Lemma 1. Given a tree𝑇 = (𝑉 , 𝐸) where each node 𝑣 is associated
with a weight 𝑝 (𝑣) such that

∑
𝑣∈𝑉 𝑝 (𝑣) = 1. For any subset 𝑆 of 𝑉 ,

let 𝑝 (𝑆) = ∑
𝑣∈𝑆 𝑝 (𝑣) denote the total weight of the nodes in 𝑆 . Then,

min

𝑣∈𝑉

{
max

{
𝑝 (𝑇𝑣)

1 − 𝑝 (𝑇𝑣)
,
1 − 𝑝 (𝑇𝑣)
𝑝 (𝑇𝑣)

}}
≤ 𝑑 + 𝑝∗

1 − 𝑝∗ ,

where 𝑇𝑣 is the subtree of 𝑇 rooted at 𝑣 , 𝑑 is the maximum degree of
the nodes in 𝑇 and 𝑝∗ = max𝑣 𝑝 (𝑣) is the maximum weight in 𝑇 .

Proof. It is trivial to see that the node𝑢 with theminimum value

of max

{
𝑝 (𝑇𝑢 )

1−𝑝 (𝑇𝑢 ) ,
1−𝑝 (𝑇𝑢 )
𝑝 (𝑇𝑢 )

}
also minimizes max{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )}

among all nodes in 𝑉 , i.e., for any 𝑣 ∈ 𝑉 ,

max{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )} ≤ max{𝑝 (𝑇𝑣), 1 − 𝑝 (𝑇𝑣)}, (15)

or equivalently

min{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )} ≥ min{𝑝 (𝑇𝑣), 1 − 𝑝 (𝑇𝑣)}. (16)

We first show that
𝑝 (𝑇𝑢 )

1−𝑝 (𝑇𝑢 ) ≤
𝑑+𝑝∗
1−𝑝∗ . Without loss of generality,

for every child 𝑣 of 𝑢, we assume that 𝑝 (𝑇𝑣) < 𝑝 (𝑇𝑢 ) (otherwise
we can replace 𝑢 by 𝑣 as 𝑝 (𝑇𝑣) = 𝑝 (𝑇𝑢 )). We note that 𝑝 (𝑇𝑣) < 0.5

(otherwise 0.5 ≤ 𝑝 (𝑇𝑣) < 𝑝 (𝑇𝑢 ), contradicting (15)). Then, for every
child 𝑣 of 𝑢, we have

𝑝 (𝑇𝑣) < max{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )} ≤ 1 − 𝑝 (𝑇𝑣),
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where the second inequality is by (15). Hence, by (16), we have

𝑝 (𝑇𝑣) ≤ min{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )}.
As a result,

𝑝 (𝑇𝑢 ) = 𝑝 (𝑢) +
∑︁

𝑣∈𝑐ℎ𝑖𝑙𝑑 (𝑢 )
𝑝 (𝑇𝑣) ≤ 𝑝 (𝑢) + 𝑑 (1 − 𝑝 (𝑇𝑢 )).

Thus,

𝑝 (𝑇𝑢 ) ≤
𝑝 (𝑢) + 𝑑
𝑑 + 1 , and 1 − 𝑝 (𝑇𝑢 ) ≥

1 − 𝑝 (𝑢)
𝑑 + 1 .

Putting it together gives rise to

𝑝 (𝑇𝑢 )
1 − 𝑝 (𝑇𝑢 )

≤ 𝑑 + 𝑝 (𝑢)
1 − 𝑝 (𝑢) ≤

𝑑 + 𝑝∗
1 − 𝑝∗ .

Next, we show that
1−𝑝 (𝑇𝑢 )
𝑝 (𝑇𝑢 ) ≤

𝑑+𝑝∗
1−𝑝∗ . Denote by𝑤 the parent of

𝑢. Without loss of generality, we also assume that 𝑝 (𝑇𝑤) > 𝑝 (𝑇𝑢 )
(otherwise we can replace 𝑢 by 𝑤 as 𝑝 (𝑇𝑤) = 𝑝 (𝑇𝑢 )). Similarly,

by (15) and (16), we have

1 − 𝑝 (𝑇𝑤) < max{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )} ≤ 𝑝 (𝑇𝑤),
1 − 𝑝 (𝑇𝑤) ≤ min{𝑝 (𝑇𝑢 ), 1 − 𝑝 (𝑇𝑢 )}. (17)

Moreover, for any child 𝑣 of 𝑤 satisfying 𝑣 ≠ 𝑢, we show that

𝑝 (𝑇𝑣) ≤ 𝑝 (𝑇𝑢 ) unless 𝑝 (𝑇𝑣)+𝑝 (𝑇𝑢 ) = 1. Note that if 𝑝 (𝑇𝑣)+𝑝 (𝑇𝑢 ) =
1 and 𝑝 (𝑇𝑣) > 𝑝 (𝑇𝑢 ), then we can simply replace 𝑢 by 𝑣 . Suppose

by contradiction that there exists a child 𝑣 of𝑤 such that 𝑝 (𝑇𝑣) >
𝑝 (𝑇𝑢 ) and 𝑝 (𝑇𝑣) + 𝑝 (𝑇𝑢 ) < 1. We note that 𝑝 (𝑇𝑣) > 0.5 (otherwise

0.5 ≥ 𝑝 (𝑇𝑣) > 𝑝 (𝑇𝑢 ), contradicting (15)). Then, by (15), we must

have 1 − 𝑝 (𝑇𝑢 ) ≤ 𝑝 (𝑇𝑣), which contradicts 𝑝 (𝑇𝑢 ) + 𝑝 (𝑇𝑣) < 1.

Consequently, combining (17),

1−𝑝 (𝑇𝑢 ) = 1−𝑝 (𝑇𝑤)+𝑝 (𝑤)+
∑︁

𝑣∈𝑐ℎ𝑖𝑙𝑑 (𝑤 )
𝑝 (𝑇𝑣)−𝑝 (𝑇𝑢 ) ≤ 𝑝 (𝑤)+𝑑𝑝 (𝑇𝑢 ) .

Hence,

𝑝 (𝑇𝑢 ) ≥
1 − 𝑝 (𝑤)
𝑑 + 1 , and 1 − 𝑝 (𝑇𝑢 ) ≤

𝑑 + 𝑝 (𝑤)
𝑑 + 1 .

Putting it together gives rise to

1 − 𝑝 (𝑇𝑢 )
𝑝 (𝑇𝑢 )

≤ 𝑑 + 𝑝 (𝑤)
1 − 𝑝 (𝑤) ≤

𝑑 + 𝑝∗
1 − 𝑝∗ .

This completes the proof. □

Now, we are ready to show that our greedy strategy selects a

query that can increase the expected posterior probability of the

correct target 𝑧 by a multiplicative factor of at least 𝛼 , where

𝛼 :=
(1 − 2𝑒∗)2

𝑒∗ (1 − 𝑒∗)
(
1−2𝑒∗
𝑒∗ +

𝑑+1
𝜀

) (
2𝑒∗−1
1−𝑒∗ +

𝑑+1
𝜀

) + 1. (18)

Theorem 2. The greedy strategy in Algorithm 1 selects a query 𝑞
on top of Q ensuring that

E[P(𝑧 | Q ∪ {(𝑞,𝑋 )}) | Q] ≥ 𝛼 · P(𝑧 | Q), (19)

where 𝛼 is given in (18).

Proof. Recall that the greedy strategy selects a query 𝑞 on top

of Q ensuring that

E[𝜆(𝑞,𝑋 ; 𝑧,Q) | Q] ≥ max

𝑞′∈𝑉
{min{𝑓 (𝑞′ | Q), 𝑔(𝑞′ | Q)}},

According to the stopping rule of Algorithm 1, we know that 𝑝∗ <
1 − 𝜀 before it terminates. Using the result of Lemma 1, we have

min

𝑞′∈𝑉
{𝜌 (𝑞′ | Q)} ≤ 𝑑 + 1 − 𝜀

𝜀
.

Therefore, we can get that

max

𝑞′∈𝑉
{min{𝑓 (𝑞′ | Q), 𝑔(𝑞′ | Q)}} ≥ max

𝑞′∈𝑉
{ℎ(𝑞′ | Q)}

≥ (1 − 2𝑒∗)2

𝑒∗ (1 − 𝑒∗)
(
1−𝑒∗
𝑒∗ +

𝑑+1−𝜀
𝜀

) (
𝑒∗

1−𝑒∗ +
𝑑+1−𝜀

𝜀

) + 1 = 𝛼.

This completes the proof. □

Theorem 2 states that the query 𝑞 selected by Algorithm 1 sat-

isfies E[𝜆(𝑞,𝑋 ; 𝑧,Q) | Q] ≥ 𝛼 . Note that the stopping time of

Algorithm 1 (i.e., the number of queries) is uncertain. In the follow-

ing, we build a key relation for characterizing 𝜆(𝑞,𝑋 ; 𝑧,Q) based
on Theorem 2 that is useful for deriving the query complexity of

our algorithm.

Lemma 2. The query 𝑞 selected on top of Q by the greedy strategy
of Algorithm 1 satisfies that

2E[ln 𝜆(𝑞,𝑋 ; 𝑧,Q) | Q] ≥ ln𝛼. (20)

Proof. In what follows, we will show that for any query 𝑞 on

top of Q, it holds that
2E[ln 𝜆(𝑞,𝑋 ; 𝑧,Q) | Q] ≥ lnE[𝜆(𝑞,𝑋 ; 𝑧,Q) | Q] .

Combining it with Theorem 2 concludes the lemma.

Indeed, by definition we have

2E[ln 𝜆(𝑞,𝑋 ; 𝑧,Q) | Q]

= ln

((
1 − 𝑥

(1 − 𝑥)𝑦 + 𝑥 (1 − 𝑦)

)
2(1−𝑥 ) ( 𝑥

𝑥𝑦 + (1 − 𝑥) (1 − 𝑦)

)
2𝑥

)
,

lnE[𝜆(𝑞,𝑋 ; 𝑧,Q) | Q]

= ln

(
(1 − 𝑥)2

(1 − 𝑥)𝑦 + 𝑥 (1 − 𝑦) +
𝑥2

𝑥𝑦 + (1 − 𝑥) (1 − 𝑦)

)
,

where 𝑥 = 𝑒𝑞 and 𝑦 = P(𝑇𝑞 | Q) (resp. 𝑦 = P(𝑇∁
𝑞 | Q)) if 𝑧 ∈ 𝑇𝑞

(resp. 𝑧 ∈ 𝑇∁
𝑞 ). Now, let

𝐹 (𝑥,𝑦) :=

(
1−𝑥

(1−𝑥 )𝑦+𝑥 (1−𝑦)

)
2(1−𝑥 ) (

𝑥
𝑥𝑦+(1−𝑥 ) (1−𝑦)

)
2𝑥

(1−𝑥 )2
(1−𝑥 )𝑦+𝑥 (1−𝑦) +

𝑥2

𝑥𝑦+(1−𝑥 ) (1−𝑦)

=
(1 − 𝑥)2 ( 𝑥

1−𝑥 )
2𝑥 ( 𝑠

1−𝑠 )
2𝑥−1

(1 − 𝑥)2 − (1 − 2𝑥)𝑠
,

where 𝑠 = 𝑥 + (1 − 2𝑥)𝑦 ∈ [0, 1]. It thus suffices to prove that

𝐹 (𝑥,𝑦) ≥ 1 for any 𝑥,𝑦 ∈ [0, 1]. Taking the partial derivative of

𝐹 (𝑥,𝑦) with respect to 𝑦 yields

𝜕𝐹 (𝑥,𝑦)
𝜕𝑦

=
(1 − 𝑥)2 ( 𝑥

1−𝑥 )
2𝑥(

(1 − 𝑥)2 − (1 − 2𝑥)𝑠
)
2
·
(1 − 2𝑥)2 ( 𝑠

1−𝑠 )
2𝑥−2

(1 − 𝑠)2

·
(
−(1 − 𝑥)2 + (1 − 2𝑥)𝑠 + (1 − 𝑠)𝑠

)
= −
(1 − 𝑥)2 (1 − 2𝑥)2 (1 − 𝑥 − 𝑠)2

(
𝑥𝑠

(1−𝑥 ) (1−𝑠 )
)
2𝑥(

(1 − 𝑥)2 − (1 − 2𝑥)𝑠
)
2

𝑠2
≤ 0.

Therefore, 𝐹 (𝑥,𝑦) ≥ 𝐹 (𝑥, 1) = 1, which completes the proof. □
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Inspired by Wald’s equation [39] that simplifies the calculation

of the expected value of the cumulative sum of a random number

of random quantities, we establish upper bounds on the stopping

time of Algorithm 1 on the basis of Lemma 2.

Theorem 3. For the OIGS problem, given that the target node
is 𝑧, Algorithm 1 asks at most 2 log𝛼 ( 1

P(𝑧 ) ) queries in expectation.
Moreover, the expected number of queries involved in Algorithm 1 is
at most 2 log𝛼 (𝑛), where the expectation is taken over all random-
ness, including the randomness of 𝑧 following the prior probability
distribution P(𝑧).

Proof. Let Q𝑖 be the information collected after 𝑖 rounds and

𝑌𝑖 := 𝜆(𝑞,𝑋 ; 𝑧,Q𝑖−1) be a random variable indicating the multiplier

in the 𝑖-th round. Let 𝜏𝑧 be the stopping time of Algorithm 1 given

that the target node is 𝑧. Then,

P(𝑧 | Q𝜏𝑧 ) = P(𝑧) ·
𝜏𝑧∏
𝑖=1

𝑌𝑖 .

Thus,

𝜏𝑧∑︁
𝑖=1

ln𝑌𝑖 = ln

(
P(𝑧 | Q𝜏𝑧 )
P(𝑧 )

)
≤ ln

(
1

P(𝑧 )

)
. (21)

Meanwhile, denote by 𝟙{𝜏𝑧≥𝑖 } the indicator random variable for the

event {𝜏𝑧 ≥ 𝑖}, i.e., 𝟙{𝜏𝑧≥𝑖 } = 1 if 𝜏𝑧 ≥ 𝑖 and otherwise 𝟙{𝜏𝑧≥𝑖 } = 0.

Then, we have

𝜏𝑧∑︁
𝑖=1

ln𝑌𝑖 =

∞∑︁
𝑖=1

(
ln𝑌𝑖 · 𝟙{𝜏𝑧≥𝑖 }

)
.

Taking the expectation for both sides with respect to 𝑌𝑖 ’s and 𝜏𝑧
yields

E

[
𝜏𝑧∑︁
𝑖=1

ln𝑌𝑖

]
=

∞∑︁
𝑖=1

E
[
ln𝑌𝑖 · 𝟙{𝜏𝑧≥𝑖 }

]
=

∞∑︁
𝑖=1

E
[
E

[
ln𝑌𝑖 · 𝟙{𝜏𝑧≥𝑖 } | Q𝑖−1

] ]
=

∞∑︁
𝑖=1

E
[
E

[
ln𝑌𝑖 | Q𝑖−1, 𝟙{𝜏𝑧≥𝑖 }

]
· 𝟙{𝜏𝑧≥𝑖 }

]
≥
∞∑︁
𝑖=1

E
[
ln𝛼
2
· 𝟙{𝜏𝑧≥𝑖 }

]
= ln𝛼

2
·
∞∑︁
𝑖=1

P(𝜏𝑧 ≥ 𝑖)

= ln𝛼
2
· E [𝜏𝑧] ,

where the inequality is by Lemma 2. Combining it with (21) imme-

diately yields the first part that

E [𝜏𝑧] ≤ 2 log𝛼 ( 1

P(𝑧 ) ) .

In addition, taking the expectation over the above inequality

with respect to the randomness of 𝑧 yields

E [E[𝜏𝑧]] ≤ E
[
2 log𝛼 ( 1

P(𝑧 ) )
]
≤ 2 log𝛼

(
E

[
1

P(𝑧 )

] )
= 2 log𝛼 (𝑛),

where the second inequality is by Jensen’s inequality [17] as log𝛼 (·)
is a concave function. This completes the proof. □

We can infer from Theorem 3 that it is likely to require more

queries to locate the target when (i) the failure threshold, i.e., 𝜀, is

stringent, (ii) the noise level, i.e., 𝑒∗, is large, (iii) the hierarchy has

some bad structure, e.g., the maximum degree 𝑑 is large, and/or (iv)

a rare object occurs, i.e., the prior probability P(𝑧) of the target 𝑧 is
low.

Interestingly, the expected number of queries (over the random-

ness of the target) is near-optimal up to a multiplicative factor of

2/log
2
(𝛼), as the lower bound is log

2
(𝑛). This lower bound can be

seen by considering a special case of the OIGS problem in which the

tree is just an ordered list and every error probability is zero [19].

5 EXPERIMENT
In this section, we conduct experiments to evaluate the performance

of our method. The key metrics for evaluating an algorithm are its

cost and accuracy. All the experiments are carried out on a machine

with an Intel i7-7700 CPU and 32GB RAM. All the algorithms are

implemented in Python.

5.1 Experiment Setting
Datasets. Following the previous work [8, 23, 35], we use the same

two real-world datasets considered by them in our experiments:

• Amazon
1
[14]. This dataset includes 13,886,889 products sold

at Amazon. The hierarchy of the products has a tree structure

with 29,240 nodes.

• ImageNet
2
[10]. This is a large-scale image dataset using the

structure ofWordNet [25], consisting of 12,656,970 images. The

hierarchy of this dataset is a directed acyclic graph with 27,714

nodes. Following previous work [47], we extract a spanning

tree from the original input hierarchy.

We count the number of products/images for each node in the

hierarchy (i.e., label) and normalize it by the total amount as its

prior probability. We randomly select 10,000 products/images as

the test data to be labeled.

Metrics. The main metrics here are cost, i.e., the expected number

of queries, and accuracy, i.e., the proportion of objects that are

correctly labeled.

Competing Algorithms. We consider two baselines for the vari-

ants of IGS, including the heavy-path-based binary search method

proposed by Tao et al. [35], referred to as WIGS, and the greedy-

based method proposed by Cong et al. [8], referred to as AIGS. We

note that bothWIGS and AIGS do not consider query noise, so they
will return a wrong result if any query receives a wrong answer

during the search progress. To adapt them to the OIGS problem,

we incorporate the majority voting technique widely adopted in

crowdsouring platforms [35, 46] into these algorithms. That is, we

ask each query multiple times and take the most frequent answer

as the answer elected for this query. We refer to the resultant algo-

rithms as WIGS-𝑥 and AIGS-𝑥 , where 𝑥 is the number of repeated

times of each query. For example, theWIGS-5 algorithm selects the

same query nodes asWIGS, and sends each query to 5 workers and

accepts the majority answer (i.e., from at least 3 workers).

1
https://jmcauley.ucsd.edu/data/amazon/links.html

2
https://www.image-net.org/api/xml/structure_released.xml

https://jmcauley.ucsd.edu/data/amazon/links.html
https://www.image-net.org/api/xml/structure_released.xml
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Figure 2: Performance on the Amazon Dataset
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Figure 3: Performance on the ImageNet Dataset
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Figure 4: Accuracy of OIGS with Different Threshold

For our OIGS algorithm, the threshold of failure probability 𝜀

introduces a tradeoff between cost and accuracy. That is, decreasing

𝜀 can improve accuracy but incur a higher cost. For ease of reference,

we denote OIGS-𝑦 as OIGS with a success probability of at least

𝑦 = 1 − 𝜀. For example, OIGS-0.9 will stop as long as the maximum

posterior probability is no less than 0.9.

Parameter Setting. For the noise setting, we consider four different
noise levels, i.e., 𝑒𝑚𝑎𝑥 = 0.1, 0.2, 0.3, 0.4, where the error rate of each

node is generated by a random number uniformly distributed in

the range of [0, 𝑒𝑚𝑎𝑥 ]. By default, we set the algorithmic parameter

𝜀 = 0.1 for our algorithm, i.e., OIGS-0.9. We shall carry out an

experiment to test the effect of 𝜀. For the baseline WIGS-𝑥 and

AIGS-𝑥 algorithms, we set three different values of 𝑥 , i.e., 𝑥 = 1, 5, 9.

5.2 Experiment Result
Figure 2 shows the average cost and accuracy on the Amazon

dataset. As can be seen from Figure 2(a), when the noise level 𝑒𝑚𝑎𝑥 is

as low as 0.1, our OIGS-0.9 algorithm achieves an accuracy of 0.948

using a cost of 26.68, whereas bothWIGS and AIGS either return

very poor results in terms of accuracy (i.e., less than 0.25 and 0.4
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Figure 5: Cost of OIGS with Different Threshold

by WIGS-1 and AIGS-1, respectively) or incur significant overhead
in terms of cost with comparable accuracy (e.g., 5.86 and 3.96 times

higher costs by WIGS-5 and AIGS-5, respectively). Figures 2(b)–
2(d) show that when the query responses become more noisy, to

ensure the accuracy, our OIGS-0.9 needs to ask more questions

but still notably fewer than WIGS-5/9 and AIGS-5/9. Meanwhile,

we observe that the accuracy of WIGS-1/5/9 and AIGS-1/5/9 drops
quickly when the noise level increases. In particular, when the noise

level is 0.4 as shown in Figure 2(d), the accuracy of WIGS-9 and
AIGS-9 is less than 0.2 and 0.4, respectively, not to mention WIGS-
1/5 and AIGS-1/5. The results on the ImageNet dataset, as shown in

Figure 3, are quite similar. These experiment results demonstrate

the superiority of our OIGS method, since OIGS only asks a small

number of questions to identify the label for each object while

consistently guaranteeing high accuracy, no matter how noisy the

crowdsourcing platform is (which is unachievable by the baselines).

Figure 4 show the accuracy of our OIGS method under different

threshold settings of 1 − 𝜀 = 0.6, 0.7, 0.8, 0.9. The accuracy of our

algorithm, although exceeding the corresponding threshold setting

of 1 − 𝜀, deteriorates when higher failure probability 𝜀 is allowed.

We also observe that when the threshold 1 − 𝜀 is low, the accuracy
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of our algorithm, e.g., OIGS-0.6, decreases more quickly. To explain,

the label returned byOIGS-0.6 is more uncertain than that byOIGS-
0.9, and thus noise is more harmful to OIGS-0.6 than to OIGS-0.9.
Figure 5 shows the average cost of our OIGS algorithm when the

threshold 1 − 𝜀 varies from 0.6 to 0.9. It can be seen that more

queries are needed with the increasing of (i) threshold 1 − 𝜀 and/or
(ii) noise level 𝑒𝑚𝑎𝑥 .

6 RELATEDWORK
Interactive Graph Search. Interactive graph search (IGS) was

firstly proposed by Tao et al. [35]. Prior to it, Parameswaran et al.

[31] studied an offline version of IGS that proposes all queries in

one round without any interactions. Recently, several variants of

IGS have been studied in the literature [8, 23, 47]. Li et al. [23] aimed

to locate the target node using fewest rounds of multiple-choice

queries. Zhu et al. [47] attempted to findmultiple targets subject to a

budget constraint on the number of queries allowed. Cong et al. [8]

studied an average-case IGS problem that minimizes the expected

cost. To our knowledge, all these existing proposals assumed that

the queries are answered by a perfect oracle without making errors,

which is unrealistic as the answers are usually noisy in a practical

crowdsourcing platform. In this paper, we investigate the noisy

variant, namely OIGS, that minimizes the query complexity while

ensuring accuracy.

Poset and Decision Tree. From the theoretical perspective, our

work is highly related to the search in partially-ordered set (poset)

problem [6] and the decision tree problem [4]. Cong et al. [8]

showed that IGS can be mapped to the aforementioned two prob-

lems. In particular, for the worst-case IGS problem [35], the optimal

policy can be constructed in linear time if the given hierarchy

has a tree structure [3, 27, 29], while there exists an
𝑂 (log(𝑛) )

𝑂 (log log(𝑛) ) -
approximate algorithm if the input hierarchy is a directed acyclic

graph (DAG) [11]. For the average-case IGS problem [8], the simple

greedy policy has an approximate ratio of
1+
√
5

2
and there exists

a fully polynomial time approximation scheme based on dynamic

programming on a tree hierarchy [7]; while on a DAG hierarchy,

the rounded greedy algorithm can achieve an approximation ratio

of𝑂 (log(𝑛)) [4] and no ratios better than 𝑜 (log(𝑛)) can be achieved
unless P=NP [6]. Again, noise is not considered in these results.

Nowak [28] studied the noisy decision tree problem in the domain

of machine learning. However, this work did not provide a solution

to achieve a predefined accuracy and their theoretical guarantee

requires that the input has a special structure (called as neighbor-

hood) which is not satisfied in our problem. Therefore, it is unclear

whether their algorithm can be applied to our OIGS problem with

strong theoretical guarantees.

Human-Based Computation. Human-based computation has

been studied for decades to address the problems that are hard

to solve totally algorithmically, such as building hierarchy [5, 34],

entity resolution [37, 38, 40, 42], object categorization [23, 47], data

filtering [30, 32], data labeling [10], SQL-like query processing

[9, 18, 36], and data cleaning [44]. Problems in human-based com-

putation have attracted considerable attention in the database and

data mining areas [2, 15, 20, 22, 24, 41, 48]. Among the above prob-

lems, the crowd-based filtering problem [30, 32] is closest to our

work, which aims to filter objects based on a set of properties with

the minimum cost while ensuring accuracy. The key difference is

that they categorize all the objects into two classes only (i.e., a total

of two labels) and thus their developments cannot be applied to our

general scenario where the object categories form a tree hierarchy.

7 CONCLUSION
In this paper, we have studied the noisy interactive graph search

problem and proposed a cost-effective algorithm with provable the-

oretical guarantees. Our algorithm is expected to stop in 2 log𝛼 (𝑛)
steps to identify a target node with high accuracy, where 𝑛 is the

number of nodes in the categorization hierarchy and 𝛼 is a param-

eter related to the accuracy requirement, the noise level, and the

structure of the hierarchy. Using extensive experiments on two real

datasets, we have shown that our approach can outperform the

state-of-the-art algorithms.
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